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Figure S1. (A) Example recording from a high-impedance micro-wire contact showing representative threshold (red). (B) Representative sorted clusters from raw recording. Candidate spikes were selected by amplitude thresholding, decomposed using wavelet analysis, and clustered using the algorithm developed by Quiroga and colleagues \(^1\text{–}^3\). The wavelet analysis was based on a Haar wavelet that decomposed the candidate spikes into a 9-dimensional feature space. Spikes were clustered with similar shapes to the same unit using a stochastic nonparametric superparamagnetic approach \(^3\). The mean (dark red) and standard deviation (ribbon) computed across the dominant cluster waveforms for representative contacts for patient-participants 156, 173, and 175. (C) Example point process of spike events \(S_k\) (D) the corresponding counting process. In this framework the spike train is characterized by a sequence or set of individual spike times \([s_1, \ldots, s_m]\). \(N(t)\) denotes the spike counting process measuring the number of spikes that have occurred from time 0 to \(t\), and \(\Delta N(t) = N(t) - N(t-\Delta t)\) denotes the amount of spikes observed during the interval \(\Delta t\).