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Abstract

The question as to the role that correlated activity plays in the coding of information in the brain continues to be one of the most important in neuroscience. One approach to understanding this role is to formally model the ensemble responses as multivariate probability distributions. We have previously introduced alternatives to linear assumptions of multivariate Gaussian dependence for spike timing in neural ensembles using the probabilistic copula approach. In probability theory the copula “couples” marginal distributions to form flexible multivariate distribution functions for characterizing ensemble behavior. The parametric copula can be factored out of the joint probability density, and as such is independent and isolated from the marginal densities. This greatly simplifies the analysis, and allows a direct examination of the shape of the dependence independent of the marginals. The shape of the copula function goes beyond describing the dependence with a single summarizing statistic. In this review, we illustrate the construction of the copula, and how it contributes to the analysis of information conveyed by populations of neurons.
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Introduction

One of the most important questions in computational neuroscience is what role correlation between neurons plays in the neural coding of sensory information. Specifically does correlated or dependent activity convey more information than neurons firing independently (1, 10, 27). Nirenberg and Latham (24) have argued that should spike train correlations exist, and are important, then they should play a significant role in the coding of information. A fundamental problem is how to separate information carried in correlations from that carried otherwise. Historically Pearson correlation has been employed as a way of characterizing pair-wise dependence, but we know that the correlation coefficient is only valid under the assumption of a multivariate elliptical (e.g., Gaussian) distribution. The correlation coefficient is also problematic in that it is not invariant under monotonic transformations, so a nonlinear change in scale, like a log transform, will change the correlation coefficient. In probability theory a copula “links” arbitrary marginal distributions to form flexible multivariate distribution functions (17, 22). The appeal of the copula is not only that it eliminates the implied reliance on the linear multivariate Gaussian density, but more importantly, it factors the dependence structure out of the full multivariate joint probability density affording a tractable mathematical construction. This elegant construction was derived by Sklar (30), but was largely ignored for many decades until a recent resurgence in the computational finance literature (6) and computational neuroscience (15, 25). There have been significant advances in the construction of univariate (single neuron) probabilistic models of spike trains (4, 5, 8, 18), but our focus has been the probabilistic linkage between neurons through single neuron models to that of full ensemble multivariate probabilistic constructions.

In this paper we review the copula formalism and how we have applied the probabilistic construction to the analysis of sound source information available.
in populations of neurons in primary auditory cortex of cat.

Methods

Copula Probability Theory

The most commonly used measure for dependence, the Pearson product-moment correlation coefficient, was developed on the basis of normal marginals and addresses only linear dependence (19). However, an innovative approach, the so-called copula method, provides the ability to couple arbitrary marginal densities (17, 22, 30). One appealing aspect of the copula is that we eliminate the implied reliance on the multivariate Gaussian when using the correlation coefficient. Perhaps more importantly, we can conveniently factor the dependence structure from independent marginal density.

An N-dimensional copula is a function from [0,1]N to [0,1]. Sklar’s theorem (17, 22, 30) states that any continuous multivariate distribution can be expressed as the copula function C(u₁, u₂, ..., u_N) evaluated at each of the marginal densities. By the probability integral transform, each marginal u_i = F_i(x_i) has a uniform distribution on [0,1] where F_i(x_i) is the cumulative probability distribution of p_i(x_i) for the random variables X_i. The full joint probability density can be defined as

\[ p(x_1, x_2, ..., x_N) = \prod_{i=1}^{N} p_i(x_i) \times c(u_1, u_2, ..., u_N), \]  

where p_i(x_i) is each marginal density and coupling is provided by c(u₁, u₂, ..., u_N) = \( \frac{\partial^N C(u_1, u_2, ..., u_N)}{\partial u_1 \partial u_2 \cdots \partial u_N} \), which is itself a probability density.

When the random variables are independent, the copula density c(u₁, u₂, ..., u_N) is uniform and therefore identically equal to one.

The construction of a semi-parametric copula from sampled random variables is shown in Fig. 1. The example illustrates a simultaneous random draw from two different continuous parametric marginal distributions, and the projection through the respective cumulative probability distributions (CDF). This mapping is known as the probability integral transform. For example, the illustrated values for F_1(x_1) and F_2(x_2) in this case are both 0.5. This vector [0.5, 0.5] defines a point in the so-called empirical copula.

In principle the empirical marginal distribution would approach a uniform distribution in the limit of Monte Carlo sampling. The dependence structure would therefore be defined by the distribution bounded by the unit square (or unit hypercube as the number of dimensions increase beyond two). Given that the marginal distributions are all equivalently uniform, the copula structure, in principle, is a multivariate density with uniform random variables. Therefore, the process of fitting parameters often proceeds in two phases, first estimating the parameters of the marginal densities, and consequential CDFs, and then estimating the parameters of the copula.

Archimedean Copulas

The Archimedean copula is an important class
of parametric copulas because of its tractability of construction and analysis. The Archimedean family is characterized by a generating function, and its inverse, which provide a very nice method for scaling the copula structure to higher dimensions. For example the Ali-Mikhail-Haq (AMH) (3) copula is an Archimedean copula that can be constructed by an additive generator function and its inverse, if it exists, using the following form

$$C_{\text{Archimedean}}(u_1, u_2, ..., u_N; \alpha) = \varphi^{-1}\left[\sum_{i=1}^{N} \varphi(u_i; \alpha)\right].$$

[2]

The generator function for the AMH copula is $\varphi(u; \alpha) = \log \left[\frac{1 - \alpha (1 - u)}{u}\right]$, which has an inverse $\varphi^{-1}(y; \alpha) = \frac{1 - \alpha}{e^y - \alpha}$, and yields

$$C_{\text{AMH}}(u_1, u_2, ..., u_N; \alpha) = \frac{\alpha - 1}{\alpha - \sum_{i=1}^{N} 1 - \alpha + \alpha u_i}.$$

where $u_i = F(x_i) = \int_{-\infty}^{x_i} p(t)dt$ is the marginal cumulative distribution. $\alpha$ is the measure of dependence where $0 \leq \alpha < 1$. An Archimedean $N$-dimensional copula is a proper distribution if and only if the inverse generator function $\varphi^{-1}$ is completely monotonic (29). 

Nelsen (22) has listed 22 known Archimedean copulas that afford different forms of shape and symmetry. The model selection of a specific neural Archimedean copula comes down to a decision based on prior physiological assumptions, together with some application of information criteria, such as Akaike Information Criteria (AIC) (2). The AIC penalizes the negative log maximum likelihood of the estimated model by the number of parameters in the model $-2 \log (\text{maximum likelihood}) + 2 \times \text{(number of parameters)}$. A smaller relative AIC represents a better model fit while taking into account the complexity of the model.

**Neural Dependence Shape**

Our recent application of the copula was the analysis of the dependence shape and multi-information of simultaneous first-spike latency recordings in the primary auditory cortex (AI) of the cat (15). First-spike latency is defined as the time from the onset of a physical stimulus until the occurrence of the first action potential (spike) recorded (11). These studies examined the joint activity in response to the presentation of transient sounds in space and the resulting acuity from ensemble (population) decoding by maximum likelihood estimators (12, 14, 28). An empirical joint distribution typical of pairs of single-units recorded from field AI is shown in Fig. 2A.

The joint probability density contours (gray) reflect maximum likelihood fit inverse-Gaussian (IG) marginal probability densities (14) coupled by the AMH copula. As described earlier, the AMH copula is parameterized by a dependence measure $\alpha$, which for the general multivariate case ranges between 0 and 1. The fit shown in Fig. 2 yields $\alpha = 0.95$ with an AIC equal to 3642. To compare alternative fits for this data set, the AIC for a multivariate independent IG fit was 3728, and the multivariate Gaussian was 3766. As noted above, the smaller AIC represents a better fit taking into account the number of parameters. This figure shows two common characteristics of the joint response of auditory cortical first-spike latencies. First, the marginal distributions are positively skewed, unlike the Gaussian distribution, and second, the dependence structure is not elliptical, which is also inconsistent with a multivariate Gaussian density. The inset shows comparisons of this copula-based joint density to the corresponding multivariate Gaussian fit (red). The estimated AMH copula density $c[u_1, u_2]$ is shown in Fig. 2B, which can be viewed as a function that modulates the product density to form the joint probability density function as defined by Equation 1. In this case the AMH copula density narrows in the lower tails (near zero) and broadens in the upper tails (near one). This is a characteristic of the AMH copula, and characterizes well our common observation of first-spike latency for cortical neurons – the strength of association between ensemble neurons is greater for shorter first-spike latencies compared to responses of longer latencies. When a pair of neurons fire in response to a particular location in space, the shorter latencies (which reflect a stronger response) are more consistent within the ensemble – longer latencies (weaker responses) tend to be less associated. This analysis suggests that not only is a multivariate Gaussian density no longer a prerequisite assumption in delineating the structure of dependence among neurons, but employing a multivariate Gaussian density with this data would actually provide misleading information, particularly for the behavior of the tail regions that greatly influence estimation. An important outcome of this approach is that a decoding analysis based on simultaneous recordings from cortical neurons can now take advantage of parametric probability models using the proper dependence structure and marginals. Discussion of the impact on neural coding of tighter association for stronger responses will be discussed later.

A survey of several candidate copula shapes are illustrated in Fig. 3C-H corresponding to the Clayton (7), Frank, and Gaussian copula (see Nelsen (22) for a review) – all with equivalent Kendall’s tau ($\tau$).
Kendall’s tau is a measure of rank dependence commonly computed nonparametrically, but does have an analytical relationship with respect to most parametric copulas. Regarding classes of copulas, the AMH, Clayton and Frank copulas are Archimedean, however the Gaussian is not. The Gaussian copula is a multivariate density that captures the elliptical dependence shape, but as is the case with all copulas, is capable of binding arbitrary marginal distributions. It has parameters that would need to be estimated in the same fashion as any parametric copula, typically through maximum likelihood estimation. The standard multivariate Gaussian density of course assumes that the marginals are Gaussian. The Gaussian copula is mathematically less tractable than the Archimedean family of copulas.

Although the AMH copula is somewhat more tractable to work with analytically, it is not as flexible as the Clayton copula in terms of the possible range of dependence. Both of these copulas are asymmetric, with the strongest dependence in the lower tails. The Frank copula (9), also an Archimedean copula, is radially symmetric, a characteristic it shares with the Gaussian copula (Fig. 3, G and H).

**Implications for the Neural Code**

**Mutual Information**

The parametric copula can be factored out of the joint probability density, and as such is independent and isolated from the marginal densities. This greatly simplifies the analysis of information, and allows us to examine the shape of the dependence independent of the marginals. In addition, we can easily summarize the copula using well-known information theoretic techniques. The copula has finite support confined to the unit hypercube, which as will be shown, can be exploited for direct estimation of differential entropy and information.

Shannon information can provide a measure of
the information available for estimating a physical stimulus given a multivariate ensemble of N neurons. Mutual information between responses is typically based on Shannon’s entropy. Let joint entropy be defined as \( H[x_1, x_2, \ldots, x_N | \theta] \), where \( x_i \) is the response of the \( i^{th} \) neuron and \( \theta \) is some state or parameter set. Using the copula density, it is straightforward to show that the joint entropy can be split into two terms: one is the sum of entropies due to the independent components of the conditional density, and the other
is the quantity due strictly to the dependence structure defined by the copula (See Jenison and Reale (15)). This can be expressed as

\[ H[c_{1}, c_{2}, \ldots, c_{N}] = \sum_{i=1}^{N} H[c_{i}] + H[c_{1}, u_{2}, \ldots, u_{N}] \]

where the copula entropy is

\[ H[c_{1}, c_{2}, \ldots, c_{N}] = -\int_{[0,1]^{N}} c[c_{1}, u_{2}, \ldots, u_{N}] \log c[c_{1}, u_{2}, \ldots, u_{N}] \, du. \]

It follows as a consequence of Equation 4, that copula entropy must be mathematically equivalent to the negative of the mutual information (or multi-information for \( N > 2 \)) between neurons, and can be computed directly from the dependence structure. Fig. 4 shows how the copula entropy of the AMH copula changes as a function of degree of dependence and the number of neurons in a small ensemble. The entropy of the copula is at its maximum at zero dependence (i.e., uniform), and the copula entropy declines as a function of dependence and ensemble size. So although the decline is rather modest for a pair of neurons, as suggested by Nirenberg and colleagues (23), it accelerates as the ensemble size increases. The importance of factoring entropy in this fashion is that it is often intractable to parametrically model the full multivariate probability density when it is non-Gaussian, and as a consequence, mutual or multiinformation.

**Fisher Information**

The copula approach eliminates the need for Gaussian assumptions of multivariate neural dependence, and this has important consequences for evaluating neural coding schemes. Our earlier work focused on first-spike latency coding of auditory space by AI neurons that assumed only Gaussian dependence (10). To further demonstrate the importance of accounting for the shape of dependence, simulations were performed using estimated models of cortical receptive field functions. The geometry of log-likelihood functions based on multivariate probability models can quantify how informative a neural code can be for localizing a sound source in space (14). First-spike latency data recorded from 60 neurons (Fig. 5A) were each fit with single spherical basis functions that characterized each individual spatial receptive field as a function of azimuth \( \theta \) and elevation \( \phi \) of a sound source (see Jenison and colleagues (13, 14, 16) for discussion of spherical approximations). The spherical basis was defined as

\[ rf_i(\theta, \phi) = w_i \exp\{ \kappa_i (\sin \phi \sin \omega_i \cos \theta - \xi_i) + \cos \phi \cos \omega_i \} \]

with the best response (shortest first-spike latency) defined by \( \xi_i \) and \( \omega_i \) for the \( i^{th} \) neuron. The probability of observing the \( i^{th} \) first-spike latency value \( x_i \), given a direction in space was modeled as an inverse Gaussian (IG) density

\[ p(x_i | \theta, \phi) = \sqrt{\frac{\lambda_i}{2\pi x_i}} \exp\left\{-\frac{1}{2\lambda_i} \left( \frac{x_i - rf_i(\theta, \phi)}{rf_i(\theta, \phi)} \right)^2 \right\} \]

The population or ensemble log-likelihood function, including the copula-based dependence structure then follows (26)

\[ \log L(\theta, \phi) = \sum_{i=1}^{N} \log p(x_i | \theta, \phi) + \log c(u_1, u_2, \ldots, u_M) \]

For this case, the copula was not conditioned on sound direction, however this could be certainly be added. This construction provided the framework to model our recorded first-spike latency data first as univariate distributions, and then Monte Carlo simulate different degrees of dependence in the population for a selected sound source direction. The log-likelihood function provided a first step in computing a maximum likelihood estimate for sound direction given an ensemble of observations. The performance of four different decoders were evaluated under various assumptions, some ideal while others were not, under differing degrees of dependence defined by \( \alpha \). Conditions were ideal in the sense that the observer or decoder properly assumed the correct dependence structure. The first
condition introduced independent IG noise across the ensemble of modeled neurons, and assumed independence in decoding the direction of the sound source. The second condition introduced Clayton dependent noise across the ensemble, however decoded under the assumption of a standard multivariate Gaussian with the same Kendall tau (i.e., misinformed). For example, a Clayton $\alpha = 1.0$ and a multivariate Gaussian $\rho = 0.5$ have the same Kendall tau, $\tau = .33$. However, they differ in the shape of the dependence structure. The third condition introduced multivariate Gaussian noise across the ensemble, with comparable mean and covariance parameters to the IG-Clayton, and decoded assuming multivariate Gaussian noise. Finally, the fourth condition introduced Clayton dependent noise across the ensemble, and decoded assuming Clayton dependent noise, again an ideal condition. The ensemble of responses fit to spherical bases are shown as individual contoured receptive fields in Fig. 5A. The spherical projection corresponds to the full auditory space of the cat, with coordinate [0, 0] corresponding to the nose of the animal, and [180, 0] the back of the head.

**Results**

Example population log-likelihood functions are shown in Fig. 5, B-D given a 60-neuron cortical model localizing a single transient sound located at 45 degrees in azimuth ($\theta$) and 0 degrees in elevation ($\phi$). In all four conditions, the maximum of the log-likelihood function could be identified near the true value of the stimulus. However, what is of interest is the curvature about the maximum given the ensemble of observations, commonly referred to as observed Fisher information and defined as

$$I(\theta) = -\frac{\partial^2 \log L(\theta, \phi)}{\partial \theta^2}$$

An overly simplified intuition for Fisher information is that shallower (smaller) the curvature, the more
uncertainty there is in identifying the maximum likelihood. We explored the impact on the log-likelihood functions and the estimated observed Fisher Information. As a measure of acuity, Fisher Information was inverted to estimate the standard error of the sound direction estimate.

$$s.e. = \sqrt{I(\theta)^{-1}}$$ \hspace{1cm} [10]

This statistic provides a straightforward interpretation using common units to the maximum likelihood estimate of sound direction given the Monte Carlo first-spike latencies. Table 1 shows the measure of acuity as a function of the degree of dependence (equated to the same Kendall tau for \( \alpha \) and \( \rho \)) and shape of dependence (independent, Clayton and Gaussian). Under all conditions, equated across mean and covariance statistics, the Clayton copula dependence for any parameter value greater than zero yields the most informative estimate when compared to independent, misinformed, and multivariate Gaussian dependent noise. All decoders perform comparably when the dependence parameter is zero and the copula density is consequently uniform, just as we would expect.

These results support the following conclusion – the shape of the noise dependence is an important contributing factor in addition to the magnitude of dependence or correlation. The explanation for why the copula model performs best remains to be explored, but it likely entails the asymmetric structure being more closely matched to certain characteristics of the ensemble marginal distributions. These characteristics may reveal strategies the brain exploits to maximize information transmission, and would be missed has the model assumed only symmetric elliptical (Gaussian) models of dependence.

### Discussion

The focus of this review was to show the utility of the copula construction for the analysis of statistical dependence within neural ensembles. In particular we have demonstrated how the copula can contribute to the computation of multivariate information (Shannon and Fisher). These specific examples dealt only with continuous random variables as measures of first-spike latency. The study of copulas has had burgeoning growth in the fields of statistics, finance and risk analysis, however there are a number of limitations that emerge when the analyses are extended to discrete random variables and stochastic processes. These challenges have recently been detailed by Mikosch (20, 21), and are worth consideration when moving in these new directions. The need for new multivariate methods is dire in the field of computational neuroscience. As recording methods evolve to record simultaneously from hundreds, if not thousands, of neurons, the dimensionality of the analysis quickly becomes intractable, a manifestation of the curse of dimensionality. Although the copula does not abate the curse, it does constrain the factored multivariate density accounting for the dependence structure to the unit hypercube. This may afford advantages approximating integrals required to compute copula entropy, and equivalently multi-information, in high dimensionality.
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